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# Positive Aspects

We believe that our implementation in an Object Oriented way allowed us to easily organise our code into generic reusable pieces, separating all the main components of the RIPv2 protocol into their own classes. Having the routing table entries as their own RoutingRow class was central to the design as these entries are arguably the most important component of the implementation, and allowed for easy manipulation of the rows upon route changes or updates being received.

Another aspect that we believe we have implemented well is the processing of triggered updates. These updates occur whenever a route has been changed in the routing table, whether it be due to a link going down or a new route being added.

# Aspects to be Improved

While we believe our implementation of the RIPv2 protocol is effective given the timeframe, there is always room for improvement. One aspect of the implementation we would try to improve is the complexity of some of our functions, as some of these have multiple nested loops in order to achieve their desired functionality. In particular, in the ‘process\_route\_entry’ function we are looping through a routers routing table multiple times, which may end up having scalability issues if there are a large number of routers in the network. However, in the scope of our assignment this wasn’t a major issue so was not one that we saw as an urgent change.

# Atomicity

In our implementation, we have achieved atomicity by running through a list of jobs that would be triggered due to certain conditions multiple times a second. If a job eg. to process an inbound packet or perform a triggered update were to be called it would complete in its entirety before moving on to another job in a completely sequential manner. This allows every job to have a current and valid view of the flags and routing tables of each RIP instance.

## Testing

During the testing of our RIPv2 Implementation, we wanted to ensure that our program was working as initially expected and to ensure that at each stage the routing tables were being correctly populated. At the beginning of the assignment we set out to write a list of Expected Outcomes, and upon completion of our implementation, we went through to ensure the expected outcomes matched the actual outcome of our tests. All of our testing was based on the example network given in Figure 1 on Page 8 of the Assignment Specification.

Initial setup from configuration files

When testing this we wanted to ensure that our process for reading configuration files and assigning these values was working as expected.

Expected Outcome: The routing table will contain entries only for the neighbours specified in the ‘outputs’ section of the configuration files. There will also be sockets created for each specified ‘input-port’.

Actual Outcome: To test this, we initialised each of the routers using ‘python3 rip\_demon.py configX.json’, where X is in the range 1 – 7, and then printed out the resulting routing table after our RoutingTable class’ populate table method was called. We then cross referenced this result with what is expected based on the example network. We also printed out confirmation of each input socket being created after these had been created. By manual inspection, all of the entries in the table and the created input sockets were correct.

Discovery of new routes when a new router connects to the network

When testing this we wanted to ensure that upon a new router being switched on, updates would be sent to neighbouring routers informing them of any new routes that are accessible through themselves.

Expected Outcome: Having switched on the routers with ID 1 and 2, and having Router 2’s initial table containing routes to router 1 and its neighbours, upon switching on Router 3, Router 2’s routing table should be updated to contain a route to router 3 and all of its neighbours.

Actual Outcome: To test this, we initialised Routers 1 and 2 as suggested, and took note of the routing table of Router 2 by cross referencing with the network diagram to ensure correctness. We then switched on Router 3 and after giving the network time to converge, again checked the output of Router 2’s routing table. We found that the table of router 2 had been correctly updated to reflect the addition of Router 3 to the network.

Removing routes when they become invalid

The purpose of this test is to ensure that the network is being properly informed of any changes in topology once a link goes down, and that all routing tables are being updated accordingly.

Expected Outcome: After all routers have been initialised, the removal of one of these should trigger updates to inform the rest of the network that this node is unreachable. The routing tables should be updated to no longer include a route to the removed router.

Actual Outcome: After initialising all routers 1 through 7, we switched off Router 5 and allowed the network some time to realise the link was down and trigger updates accordingly. All of the remaining routers in the network correctly updated the routing tables to account for the fact that Router 5 was no longer reachable.